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Materials and Methods

Electrophysiology. Two adult male monkey$/Aacaca mulatta) were implanted with a
head holding device and recording chamber, postmver area V4 using structural
MRIs and stereotaxic coordinates. Area V4 was ifledtby assessing receptive field
sizes, topographic organization, and feature seigctElectrodes were advanced via
multielectrode drives (Mini05, Thomas Recording; IB€S, Alpha-Omega Engineering;
minimicrodrive, 3BNRMD-3A, Crist Instruments). Newal signals were recorded using a
Multichannel Acquisition Processor (Plexon, Inandbe neurons were isolated on-line
with Rasputin software and off-line with Offline &er (Plexon, Inc). Spike times were
determined with 1 ms accuracy. Receptive fieldsevpotted based on responses to a
manually controlled flashing bar. Receptive fieldrdeters ranged from 2.2-7.6f

visual arc ("dva", mean: 4.7 dva; standard deviali@g! dva). All neurons were tested
with a minimum of 20 stimulus repetitions in easiperimental condition.

Stimuli and Task. Stimuli were presented on a computer monitor (Sbairyitron
Multiscan, 640x 480 resolution, 120 Hz) placed 57 cm from the negnlEye position
was monitored via infrared eye tracking (ISCAN MbE&L-400, 240 Hz). Experimental
control was maintained with Cortex software.

To receive a juice reward, the monkeys had to ramirgaze within 0.75 dva of a 0.25
dva fixation point throughout the entire trial. &ftmaintaining fixation for 200 ms, one
of the two surfaces appeared (dot field: 2.75 éwtus, density: 5 dots/d¥adot size:
0.05 dva, speed of rotation: B6f rotation/s). Each surface was defined by dbtsne of



two photometrically equiluminant colors: red, greenblue. Colors were chosen based
on color selectivity, attempting to optimize seieity across multiple neurons and
electrodes. Similarly, the positioning of the stlosuwas optimized to cover as much of
the CRFs of the multiple neurons as possible. Ther @and direction of rotation of the
first surface to appear were selected at randoth, @gual probability. The second
surface appeared 750 ms after the first surfacs.ddlayed surface rotated in the
direction opposite to that of the first surface aras of the other color. The two surfaces
continued rotating for another 750 ms before disappg.

Experiment 2 also included conditions in which oalgingle surface moved through the
CRF. The responses evoked by this single surface wsed to compute the neuron's
color selectivity necessary for computing the Ndineal Modulation Index (NMI).
Variance in the sizes and locations of neuronapgee fields resulted in the pair
entering different neuron's receptive fields atedldnt delays following addition of the
second stimulus.

Data Analysis.For all three experiments, responses were dividedtwo periods: single
surface and pair. A neuron was included in theyeesl if it exhibited a significant
increase in response from baseline for each sggkace, (one-tailetitest,P < 0.05) and

a significant difference in responses to the irdlrail colored surfaces, (two-tailétest,

P < 0.05). The colored surface eliciting the grea¢sponse was designated the preferred
surface and the other, the nonpreferred surfaae€elimeurons were excluded because
they were selective for direction of rotation (tesledt test,P < 0.05). The single cell
responses appearing in Fig. 1 were smoothed wathras Gaussian window. The
population average responses appearing in Figsverd computed on smoothed
neuronal responses. All other analyses were cordprtegaw (1 ms. resolution) data.

In experiments 1 and 3, where the rotating surfdagsot move relative to the CRF, the
selectivity index was computed over the intervd)-8B00 ms after single surface onset.
The MI was computed over the interval 100-600 ntarafelayed surface onset, the time
period indicated by the vertical lines in Figs.2l&A. The NMI was computed by
dividing the MI by the selectivity index. In experent 2, we computed indices as in
experiment 1, but used a different time windowdach neuron so that it included the
period over which the stimuli passed through thé&-C&nhalysis windows ranged in
duration from 210-560 ms. Specifically, the windbagan when the leading edge of the
stimuli reached the edge of the CRF (Fig, #l) and lasted until it reached the other
edge of the CRF (Fig A} IV), offset by a response latency of 75 ms.

We quantified each neuron's susceptibility to aalamt using a standard metric, the
transient-sustained ratio (1, 2): TSRRm/Rsus WhereRnaxis the peak response in a 32
ms sliding window from 0-150 ms after onset of fin& surface, antRs;sis the mean
response over the final 100 ms before the onsiteo$econd surface. Two neurons were
excluded from this analysis because TSR was uretkfRy,s= 0).

To determine the latency of the population respowsecomputed, for each neuron, the
mean baseline rate for the 50 ms before first sarémset. We then computed neuronal



responses following first surface onset, usingdirgl 10 ms window, shifted at 1 ms
intervals over the 150 ms postonset period. Fan shit of the window, we tested
whether the distribution of differences acrossgbpulation was significantly greater
than zero (one-tailetitest,P < 0.05). We defined the population response Iatémbe

the midpoint of the first 10 ms window for which) the difference was significant and
(2) remained significant for the following 20 m determine the latency of the
response to the second surface, we used the idemté&thod, except that we compared
the firing rate after second surface onset (withitD ms sliding window) with responses
during the 50 ms before its onset. These latenictksate when the elevation and
reduction elicited by addition of the preferred axwhpreferred surfaces, respectively,
reached significance. These analyses revealeddhadatg the nonpreferred surface to the
already present preferred surface led to a sigmifidip in the response.

The approach we have taken provides a conservaiasure of the actual strength of the
delayed onset effect. We selected neurons bassjoificant single-surface selectivity
and then designated the stimuli that yielded thgelaand smaller responses as the
preferred and nonpreferred stimuli respectively. A& compared this single surface
selectivity (SI) with the delayed onset effect éapressed by the Ml and NMI). Some
fraction of the single-surface selectivity was doeesponse noise rather than to intrinsic
selectivity. Thus some of these cells may havebeen selective at all and others were
less selective than our sample of single surfaggamses indicated. For this reason, our
estimate of single-surface selectivity is presumajoeater, on average, than the true
selectivity of those neurons. This is an exampl&egression to the mean” (3) and it
implies that the magnitudes of our MI and NMI meaasuare smaller than they would
have been had we perfectly estimated each neutames selectivity.

Results

Analysis of Spike-Dependent Adaptation's Contributon to Results of Experiment 1.

In experiment 1, the initial presentation of thefprred surface elicited more spikes than
did the initial presentation of the nonpreferredate. If this difference in the responses
to the single surfaces led to differential adaptatthis could have contributed to the
differential response to the pair.

While spike-dependent adaptation could not acctarrthe response suppression that
was observed upon addition of a nonpreferred seiifaexperiment 1, it could have led
to a stimulus-dependent reduction in responsivertesseby accounting for a portion of
the observed modulation in experiment 1. If soyweelld expect to find a stronger
response modulation among cells that adapt modilyedo examine this, we computed
a standard adaptation metric (1, 2) for each neanmhdetermined whether it correlated
with the NMI across the population. Our index ofpthtion was the "transient-sustained
ratio” (TSR): the ratio of a neuron's peak tranisiesponse to its sustained response. The
correlation between the NMI and the TSR was verglsand not statistically significant
(r?=0.026,n = 97,t = 1.602, one-tailed® = 0.06). Thus, the data do not indicate that
spike-dependent adaptation contributed strongtiie¢anodulations observed in



experiment 1. This conclusion is validated in expent 2, below, which found that the
cueing effect persists under conditions that ruiespike-dependent adaptation.

Analysis of Surround Modulation's Contribution to Experiment 2. Stimuli outside

the CRF can modulate neuronal responses. ScheiDesichone (4) found that
"surround" modulation in area V4 is usually silenganing that it only occurs when a
stimulus is present within the CRF. They also fothat typically this modulation is
chromatically selective and antagonistic. Surroomodiulation would not, therefore, be
expected to lead to a change in response befotertkevhen the two stimuli entered the
CRF. Despite this, it is nevertheless possiblettiapresence of the first surface alone
outside the CRF could have modulated neuronaligcti¥ this modulation differed
across conditions, this different response histayld potentially have impacted how the
neuron responded when the stimulus pair later edtiére CRF.

To test this possibility directly, we examined fiagulation average firing rate during the
750 millisecond period immediately before the addiof the second surface. We
observed no effect of the first surface during gesiod: the firing rate with the preferred
surface in surround (3.82 spikes/second) was gotfgiantly different (two-tailed paired

t test,P = 0.81) than that for the nonpreferred surfacdésurround (3.79
spikes/second) and neither was significantly déifeifrom the baseline rate of 3.77
spikes/second (two-tailed pairetest,P = 0.86). The same result held over the 100
millisecond period immediately before addition loé tsecond surface, demonstrating that
the single surface did not alter firing rate amdved toward the CRF border. Thus,
response history before the addition of the sesomthce cannot account for response
differences seen after the stimulus pair enterediRF.

Ruling Out Low-Level Mechanisms.lt is important to consider whether there are
previously characterized neuronal mechanisms tigtitraccount for the stimulus
selection effects observed in the present studyoldious candidate is spike-dependent
adaptation. Prolonged presentation of a neurorfeped stimulus leads to reduced
responsiveness (5-9). In our paradigm, activating aeuron with its preferred color
surface might be expected to reduce its responssgithereby reducing its firing rate
during subsequent presentation of the pair of dtirdowever, we did not find a
significant correlation between degree of adaptagiod the modulation of the pair
response. Furthermore, adaptation alone cannotiattmr the reduction in response that
occurred shortly after appearance of the nonpmdestimulus. This suppression and its
time course are, however, consistent with that $secompetitive interactions
previously observed in area V4 (10) and in otheaar(11-14), suggesting that this
reduction results from the same underlying comipetinechanism. Finally, spike-
dependent adaptation cannot explain the resubkgmériment 2, where we found that the
effect of delayed onset persisted even when theyddlsurface appeared well outside of
the CRF. The response bias persisted even whestithglus history within the CRF was
held constant and there was no differential agtvabefore the presentation of the pair.

One mechanism that could potentially contributeftects like those observed in
experiment 2 is center-surround antagonism. Itel @stablished that presentation of a



stimulus in the surround of a V4 neuron can sugpresponses evoked by a
simultaneously presented stimulus in the CRF. $hisound suppression is strongest for
surround stimuli that are of the neuron's prefeo@dr (4), presumably reflecting
inhibitory input from neurons with similar colorlsetivity that are activated by the
surround stimulus. In experiment 2, the additiom surface of the recorded neuron's
preferred color in the surround would be expectepréferentially activate neurons
preferring that color, resulting in suppressiorhaf recorded neuron. If this suppression
lasted long enough to reduce responses when th&apaientered the CRF, this would
have led to a reduced response when the prefestedsurface was added outside the
CRF, relative to when the nonpreferred color s@wfa@eas added. Thus, the predicted
effect of surround suppression is the oppositeludtwe observed in experiment 2.

It is unlikely, in any case, that surround supp@sgersisted long enough to influence
the response evoked by the pair when it later edtdre CRF. To our knowledge, only
one study has examined the effect of sequentiaiggnting stimuli first in the surround,
then in the CRF of V4 neurons (15). This study fibtimat an annulus appearing in the
surround suppressed the response evoked by a signslgcpppearing center stimulus.
The duration of this suppressive effect (mean dumat7 ms) is too brief to account for
the effect observed in experiment 2, which occuaeeh when the second surface was
added hundreds of milliseconds before the pair mavi® the CRF.

Although spike-dependent adaptation and centepsnd antagonism seem insufficient
to account for the findings presented here, it khba emphasized that the biophysical
mechanisms underlying these effects are not yst tuiderstood. Seemingly simple
mechanisms have been found to contribute in unéggeeays to complex phenomena.
For example, Macknik and Martinez-Conde (16) haudisd another type of temporal
interaction, visual masking. They have found evagethat suggests that mechanisms
underlying lateral inhibition can give rise to theemingly complex phenomena of
forward and backing masking.

Relationship to Previous Studies of Attention in LP. The present findings have
interesting parallels with a study by Gottlieb, Kinski, and Goldberg (17), which found,
similar to the current study, that an abruptly agpey stimulus could elicit a stronger
response than an older stimulus even when the reweulus was brought into a
neuron's receptive field after stimulus onset. ditlizb et al.'s experiments, the entry
into the receptive field occurred as a result shecadic eye movement rather than the
motion of the stimulus itself. The present findirngsnplement and extend Gottlieb

al.'s findings in several ways. First, our new ressittew that the processing benefit
elicited by abrupt onset occurs even when the rieaubls is superimposed on a second
older stimulus. Second, the present findings demnatesthat abrupt onset can cause
either an increase or a reduction in response,ndidpg on whether the new stimulus is a
preferred or a nonpreferred stimulus for the neufdnrd, the present experiments
demonstrate an effect among color-selective neutwisvould not be expected to occur
in the color-insensitive parietal cortical areadstd by Gottlieb and colleagues. Thus,
while there are interesting parallels between ffects of delayed onset in V4 and LIP, it



seems unlikely that the effects in V4 are the tesiulhe spatially selective enhancements
that were documented in LIP.

Depth-Based SelectionWe found that stimulus selection was specific ®¢blor and
location of the delayed surface. The V4 neuronswieagie recorded in the present study
were color-selective and had spatially restricekptive fields. The stimuli in our
experiment, as with most natural visual stimuliyevdefined by multiple features. The
motion of each of these stimuli was presumably daddy neurons selective for
direction of motion. Such neurons are far more glev in areas MT and MST than in
area V4. Previous single-unit recording studieattégntion have found evidence of
competitive selection among spatially separateudtin motion-selective areas,
including MT and MST (14, 18). Psychophysical expents using the type of
superimposed stimuli used in the current study liawed that the motion of a delayed
stimulus enjoys a temporary processing advanta@e i concert with our new results,
this suggests that selection operates on an ineErapresentation of features and
location. The precise nature of this representatiomot yet clear.

One intriguing possibility is that integrated stiloiselection may rely, in part, on the
mechanisms underlying perceptual segregation wiuitinto separate depth planes (20-
22). Neurons in area V4 have been found to be thatefor depth based on binocular
disparity (23). The elements that defined eachaserfn the present paradigm were at the
same distance from the monkey and they could hetefore, be selected on the basis of
actual depth differences. However, the overlappungaces used in our study may well
have been perceptually segregated in depth debpit#bsence of depth-ordering cues.
Indeed, the responses of disparity selective neuroarea MT have been found to
correlate with the perceived depth ordering ofdpmrent motion stimuli that, like those
used in the present study, were devoid of deptk and hence were ambiguous (24, 25).
Assuming that this connection between perceivedndeqer and neuronal responses
holds for V4 neurons, this would provide a meansvhich the selection of an object's
different attributes (e.g., its location, colordamotion) could be coordinated across
multiple areas.

Although appealing, this suggestion does not ergiaw the brain achieves integrated
stimulus selection but rather offers a formulatodrthe problem in terms of depth-order.
This explanation would pose a number of key quasti&irst, how are the individual
texture elements that define a surface assignttetsame depth plane? Second, how are
the features (color and rotation in our experimengach surface assigned to a common
depth plane? Third, how are the various featurasdte perceived to lie at a particular
depth plane, presumably defined by neuronal agtiyihg within multiple areas,

selected as a unit? Finally, how, in the case dfiguous depth, would these depth order
relationships be maintained over time as diffepaygulations of neurons are activated
when stimuli move across the visual field (as wlaseoved in experiment 2)? If depth
order is found to be involved in stimulus selectiariull understanding of stimulus
selection will require that these various mechanissues be addressed.



Relationship to Previous Studies of Selection in A& V4.The present results
demonstrate stimulus selection in area V4 undeditions that rule out purely spatial or
feature-specific selection. This does not implyt %4 cannot be modulated by spatial or
featural attention. There are several clear exasmispatially selective forms of
response modulation in V4, including attention-dejent changes in the shape of the
receptive field (26, 27), spatially selective eligmas in baseline activity (28), and
spatially selective elevations in contrast sensyti{b3). Subthreshold electrical
stimulation of the Frontal Eye Fields (FEF) leanlatspatially selective increase in
contrast sensitivity (29) and neuronal responsigeme area V4 (30). These findings
demonstrate that feedback, including signals oaigig in FEF, can modulate V4
responses in a spatially selective manner. Likevesgle-unit recordings have clearly
established that spatially global feature-speeifiention modulates responses in area V4
(31-35).

The present findings are similar in several resperxtindings of earlier studies in which
a preferred and a nonpreferred stimulus were platsedparate locations in the CRF of
extrastriate cortex neurons. These studies havelfthat the response evoked by the
stimulus pair typically falls between the responsesked by either stimulus alone (10,
14, 36). The pair response can be biased in favon® of the two stimuli either by
endogenously directing attention to that stimull& 37-40) or by introducing a
stimulus-driven bias such as elevating its contrstive to the other stimulus (10). As
in the present study, manipulations favoring thepreferred stimulus resulted in
reductions in response, whereas manipulations ifaydine preferred stimulus resulted in
increased pair responses. The most parsimoniouaratn for the similarities between
the present results and those from previous stuslitbait the present results reflect the
operation of competitive mechanisms that are aigolved in selecting a target from
among spatially separate distracters. The pressntts thus suggest that these
mechanisms are involved in both spatial and stisyghecific selection.
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